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Abstract

Today wireless devices are omnipresent and have to work under technically adverse circum-
stances. Among the multitude of problems affecting wireless communication systems, a
common issue is what is known as the multipath fading effect. The aim of this work is to
create a demonstrative platform that can illustrate how multipath fading degrades a wireless
communication link. A number of scenarios affected by multipath fading were elaborated,
simulated and measured using two USRP B210 software defined radios and the GNU Radio
signal processing toolkit. To demonstrate the effects, a custom graphical front-end for GNU
Radio was built using the Dear IMGUI framework.
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1 Introduction

1.1 Background

It is undeniable that in the last two decades wireless devices have become extremely ubiqui-
tous, and are no longer employed under carefully chosen conditions.

Nowadays smart phones, internet of things (IoT) and many other wireless applications are
omnipresent and have to work in environments that are very far from ideal. Furthermore, in
addition to the already large class of networked appliances, the next generation of wireless
devices in urban environments will include the new category of vehicles [5]. While at the
same time in rural regions, developing countries as well as in other low-user density areas,
wireless transmission links using mesh networks have become a practical alternative to wired
broadband [2, 14, 18]. Thus today the study of problems concerning wireless devices is a very
relevant topic.

In particular, a common issue observed in the previously mentioned use cases is the so
called multipath fading effect, that degrades the reliability of a wireless transmission link [11,
10]. The problem of fading was actually foreseen [4, 15] and today most modern transmission
schemes implement measures to reduce the effects fading [11, 12].

This work studies the multipath fading effect, and how it affects modern digital transmis-
sion systems that use quadrature amplitude (QAM) and phase shift keying (PSK) modulation.

1.2 Task description

As described in the document given at the beginning of the semester:

The goal is to develop a SDR-based demonstrator, consisting of one transmitter
and one receiver, to illustrate the impact of different fading effects on the signal.
To get a brief understanding of the concept of fading channels, the project should
be started with a literature research followed by simulation of different scenarios,
which then can be reproduced by measurements.

The entire task description is found in the appendix.

1.3 Overview

In chapter 2, the theoretical formulations and mathematical basis necessary to understand the
problem analyzed by this work are presented. Specifically M -ary QAM, M -PSK modulation,
and three models for multipath fading (continuous time, discrete time and statistical) are
explained. Chapter 3 describes in detail our implementation. The transmitter and receiver
chains are explained, and simulations as well as measurements under different multipath
fading conditions are presented. Finally some problems of the current implementation are
addressed. Chapter 4 discusses the results of the project, and suggests how the device could
be improved in the future.
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2 Theory

2.1 Overview

The sections 2.2 and 2.3 will briefly introduce the mathematical formulations of the QAM and
PSK modulation schemes. Section 2.4 the channel models used in this project are explained.
The setup is summarized as a block diagram in Fig. 2.1. For conciseness, encoding schemes
and (digital) signal processing calculations are left out and discussed later. Section 2.4
presents an established mathematical model to understand multipath fading, as well as a
brief description of a discrete-time model and the intricacies caused by the sampling process.
Finally, the concept of stochastic models is mentioned, as they are often used to simulate
multipath channels [9, 11].

2.2 Quadrature amplitude modulation (M-ary QAM)

Quadrature amplitude modulation is a family of modern digital modulation methods, that
use an analog carrier signal. The simple yet effective idea behind QAM is to encode extra
information into an orthogonal carrier signal, thus increasing the number of bits sent per unit
of time (symbol) [10, 19, 11, 12]. A block diagram of the process is shown in Fig. 2.2.

2.2.1 Modulation of a digital message

Bit splitter As mentioned above, quadrature modulation allows to send more than one bit
per unit time. The first step of the process, is to use a so called bit splitter, that converts
the continuous bit stream m(n) into pairs of chunks of κ = log2

√
M bits each, where M

is a power of 2. The two bit vectors of length κ, denoted by mi and mq in figure 2.2, are
called in-phase and quadrature component respectively[12]. The reason will become more
clear later.

Binary to level converter Both bit vectors mi,mq ∈ {0, 1}κ are sent through a binary to
level converter. It’s purpose is to reinterpret the bit vectors as numbers, usually in gray
code, and to convert them into analog waveforms, which we will denote with mi(t) and mq(t)
respectively. Mathematically the binary to level converter can be described as:

mi(t) = Level(mi) · p(t), (2.1)

i.e. a pulse function1 p(t) scaled by the interpreted binary value, written here using a “Level”
function. So there are 2κ =

√
M levels the analog waveforms mi(t) and mq(t) can take, and

each level encodes κ bits per unit time.

1Typically a root raised cosine to optimize for bandwidth [12].
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Figure 2.2 Block diagram of a M -ary QAM modulator.
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2.2 Quadrature amplitude modulation (M -ary QAM)

Mixer By having analog level signals, it is now possible to mix them with radio frequency
carriers. Because there are two waveforms, one might expect that two carrier frequencies are
necessary, however this is not the case. The two component mi(t) and mq(t) are mixed with
two different periodic signals ϕi(t) and ϕq(t) that have the same frequency ωc = 2π/T . How
this is possible is explained in the next section.

2.2.2 Orthogonality of carrier signals

Before explaining how the two carrier signals are generated, some important mathematical
properties of ϕi and ϕq have to be discussed. In order to modulate two messages over the
same frequency ωc, the two carriers need to be orthonormal2 to each other. Mathematically
this is expressed by the conditions [10]

⟨ϕi, ϕq⟩ =
∫
T
ϕiϕ

∗
q dt = 0, and (2.2a)

⟨ϕk, ϕk⟩ =
∫
T
ϕkϕ

∗
k dt = 1, where k is either i or q. (2.2b)

Provided these rather abstract conditions, let’s define a new signal

s = miϕi +mqϕq. (2.3)

Notice that assuming mi and mq are constant3 over the carrier’s period T ,

⟨s, ϕi⟩ =
∫
T
sϕ∗

i dt =

∫
miϕiϕ

∗
i +mqϕqϕ

∗
i dt

= mi

∫
T
ϕiϕ

∗
i dt︸ ︷︷ ︸

1

+mq

∫
T
ϕqϕ

∗
i dt︸ ︷︷ ︸

0

= mi,

which effectively means that it is possible to isolate a single component mi(t) out of s(t).
The same of course works with ϕq as well resulting in ⟨s, ϕq⟩ = mq. Thus (remarkably) it
is possible to send two different signals over the same frequency, without them interfering
with each other. Since each signal can represent one of

√
M values, by having two we obtain√

M ·
√
M = M possible combinations.

A graphical way to see what is happening, is to observe a so called constellation diagram.
An example is shown in Fig. 2.3(a) for M = 16. The two carrier signals ϕi and ϕq can
be understood as bases of a coordinate system, in which the two amplitude levels of the
modulated messages determine a position in the grid.

Example A concrete example for M = 16: if the message is 1110 the bit splitter creates two
values mq = 11 and mi = 10; both are converted into analog amplitudes (symbols) mq = 3
and mi = 4; that are then mixed with their respective carrier, resulting in s(t) being the point
inside the bottom right sub-quadrant of the top right quadrant (blue dot in Fig. 2.3(a)).

In Fig. 2.3(a) the dots of the constellation have coordinates that begin on the bottom left
corner, and are nicely aligned on a grid. Both are not a necessary requirement for QAM, in

2Actually orthogonality alone would be sufficient, however then the left side of (2.2b) would not equal 1, and
an inconvenient factor would be introduced in many later equations [10, 12].

3This is an approximation assuming that the signal changes much slower relative to the carrier.
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Figure 2.3 Examples of constellation diagrams. Each dot represents a possible location for
the complex amplitude of the passband signal.

fact there are schemes that are arranged on a non square shape, and place the dots in different
orders. For example, when M = 32 the dots are arranged on a 6× 6 grid, but the outermost
corners are not used. The only constraint that most QAM modulators have in common, with
regards to the geometry of the constellation, is that between any two adjacent dots (along
the axis, not diagonally) only one bit of the represented value changes (gray code). This is
done to improve the bit error rate (BER) of the transmission.

2.2.3 Construction of orthogonal carrier signals

Knowing why there is a need for orthogonal carriers, it should now be discussed which
functions satisfy the property described by (2.2a). If ϕi is a real valued signal (which is
typical) it is possible to find a function for the quadrature carrier using the Hilbert transform
(sometimes called Hilbert filter):

H g(t) = g(t) ∗ 1

πt
=

1

π

∫
R

g(τ)

t− τ
dτ =

1

π

∫
R

g(t− τ)

τ
dτ. (2.4)

The Hilbert transform is a linear operator that introduces a phase shift of π/2 over all
frequencies [12, 10], and it is possible to show that given a real valued function g(t) then
⟨g,H g⟩ = 0 [13, 19]. There are many functions that are Hilbert transform pairs, however in
practice the pair ϕi(t) = cos(ωct) and ϕq(t) = Hϕi(t) = sin(ωct) is always used.

2.3 Phase shift keying (M-PSK)

Phase shift keying (PSK) is another popular family of modulation schemes for digital signals
that is simpler than QAM. In PSK as the name suggests only the phase of the envelope
changes, which implies that all symbols have the same amplitude. Thus, instead of arranging
the symbols into a grid, as is done in QAM, M -PSK distributes the symbols over the unit
circle at equidistant intervals of 2π/M radians [11, 19]. An example of 8-PSK is shown in
Fig. 2.3(b). Mathematically the process of a PSK modulation can be described by making
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Figure 2.4 Sketch of channel with multipath fading.

the carrier’s phase of the message. For a complex exponential carrier:

s(t) = exp j (ωct+ φ(t)) , where φ =
2π · Level(m)

M
, m ∈ {0, 1}log2 M . (2.5)

It is worth noting that the case of 4-PSK, also known as quaternary phase shift keying
(QPSK), is a special case, because its constellation is (up to a constant phase difference) the
same as a 4-ary QAM.

2.4 Multipath fading

In the previous section, we discussed how the data is modulated and demodulated at the two
ends of the transmission system. This section discusses what happens between the transmitter
and receiver when the modulated passband signal is transmitted wirelessly.

In theory because wireless transmission happens through electromagnetic radiation, to
model a wireless channel one would need to solve Maxwell’s equations for either the electric
or magnetic field, however in practice that is usually not (analytically) possible. Instead
what is typically done, is to model the impulse response of the channel using a geometrical
or statistical model, that is parametrized by a set of coefficients, which are either simulated
or measured experimentally [10].

In our relatively simple model we are going to include an additive white Gaussian noise
(AWGN) and a Rician (or Rayleighan) fading; both are required to model physical effects of
the real world. The former in particular is relevant today, as it describes the noise patterns
of dense urban environments [9].

2.4.1 Geometric model

The simplest way to understand multipath fading, is to consider it from a geometrical per-
spective. Fig. 2.4 is a sketch of a wireless transmission system affected by multipath fading.
The transmitter’s antenna radiates an electromagnetic wave in the direction of the receiver
(red line), however even under the best circumstances a part of the signal is dispersed in
other directions (blue lines).

The problem is that, as is geometrically evident, some paths are longer than others. Because
of electromagnetic wave travel at a constant speed, the signal is seen by the receiver multiple
times with different phase shifts [10, 9]. To analytically model this effect, we describe the
received signal r(t) as a linear combination of delayed copies of the sent signal s(t), each with

7
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Figure 2.5 LTV impulse response of a multipath fading channel.

a different attenuation ck and phase shift τk:

r(t) =
∑
k

cks(t− τk). (2.6)

The linearity of the model is justified by the assumption that the underlying electromag-
netic waves behave linearly (superposition holds) [10]. How many copies of s(t) (usually
referred to as “taps” or “rays”) should be included in (2.6), depends on the precision require-
ments of the model.

A further complication arises, when one end (or both) is not stationary. In that case the
lengths of the paths change over time, and as a result the delays τk and the attenuations ck
become functions of time: τk(t) and ck(t) respectively [10, 9]. Even worse is when the velocity
at which the device is moving is high, since then Doppler shifts of the electromagnetic wave
frequency become non negligible [10].

Thus the arrangement can be modelled as a linear time-varying system (LTV), if the
transmitter or the receiver (or anything else in the channel) is moving, and as a linear time
invariant (LTI) system if the geometry is stationary. We can rewrite an LTV version of
equation (2.6) using a convolution product as follows:

r(t) =
∑
k

ck(t)s(t− τk(t)) =
∑
k

ck(t)

∫
R
s(τ)δ(τ − τk(t)) dτ

=

∫
R
s(τ)

∑
k

ck(t)δ(τ − τk(t)) dτ = s(τ) ∗ h(τ, t),

obtaining a new function
h(τ, t) =

∑
k

ck(t)δ(τ − τk(t)), (2.7)

that describes the channel impulse response (CIR). This function depends on two time pa-
rameters: actual time t and convolution time τ . To better understand h(τ, t), consider an
example shown in Fig. 2.5. Each stem represents a weighted Dirac delta, so each series of
stems of the same color, along the convolution time τ axis, is a channel response at some
specific time t. Along the other axis we see how the entire channel response changes over
time4. Notice that the stems are not quite aligned to the τ time raster (dotted lines), that is
because in (2.7) not only the weights ck but also the delays τk are time dependent.

4In the figure only a finite number of stems was drawn, but actually the weights ck(t) of the Dirac deltas
change continuously.
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Figure 2.6 Frequency response of a multipath fading channel.

2.4.2 Spectrum of a multipath fading channel

With a continuous time channel model the spectral properties of a fading channel can now
be discussed. The frequency response is the Fourier transform of the impulse response, i.e.
H(f, t) = F h(τ, t), though in this case h(τ, t) depends on two time variables, but that is
actually not an issue. It just means that the frequency response is also changing over time.
Hence we perform the Fourier transform with respect to the channel (convolution) time
variable τ to obtain

H(f, t) =

∫
R

∑
k

ck(t)δ(τ − τk(t))e
−2πjfτ dτ =

∑
k

ck(t)e
−2πjfτk(t). (2.8)

Equation (2.8) shows that the frequency response is a periodic complex exponential. This
has some important implications. Notice that if there is only one tap (term), the magnitude
of H(f, t) is a constant (with respect to f) since |ejαf | = 1. This means that the channel
attenuates all frequencies by the same amount, therefore it is said to be a frequency non-
selective or flat fading channel. Whereas in the case when there is more than one tap, the
taps interfere destructively at certain frequencies and the channel is called frequency selective.
To illustrate how this happens, plots of the frequency response of a two tap channel model
are shown in Fig. 2.6. On the left is the magnitude of H(f, t), which presents periodic “dips”
when the taps interfere destructively. On the right complex loci for the two taps (red and
blue), as well as their sum (magenta) are shown, for values over the frequency range near the
first dip (2 to 2.5 MHz).

2.4.3 Quantifying dispersion

Having discussed how multipath fading affects communication systems, the next important
step is to be able to quantify its effects in order to to compare different multipath channels
to each other.

An intuitive parameter to quantify how dispersive a channel is, is to take the time difference
between the fastest and slowest paths with significant energy. In the literature this is called
delay spread [9], and here it is denoted by Td. Consequently, a low delay spread means that
all paths have more or less the same length, while a high delay spread implies that there is
a large difference in length among the paths. Thus Td could be be defined as

Td = max
k

(τk(t))− min
k

(τk(t)), (2.9)
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as is done in [10]. However since in reality some paths get more attenuated than others (ck(t)
parameters) it also not uncommon to define the delay spread as a weighted mean or even as
a statistical second moment (RMS value), where mean tap power E{|ck(t)|2} is taken into
account [11, 9].

Another important parameter for quantifying dispersion is coherence bandwidth, a measure
that is highly related to delay spread but in the frequency domain. Coherence bandwidth, is
informally “how much bandwidth can be used by the signal before it gets distorted” (in our
case by fading) [9]. Thus intuitively, this parameter must be related to the delay spread with
an inversely proportional relationship, since higher delay spread implies more intersymbol
interference. And in fact, although there are multiple definitions depending on the context,
the coherence bandwidth Bc is usually estimated with

Bc ≈
1

Td
. (2.10)

Finally, another important mean of parametrizing a multipath fading channel is what is
called a power delay profile (PDP). PDPs are nothing but a list of taps for a FIR model of
multipath fading [11]. The weight of each tap in the PDP corresponds to the average channel
tap power (hence the name power delay profile) and is usually given in decibel [11, 9]. An
example is shown at the end of chapter 3 in Tab. 3.2.

2.4.4 Discrete-time model

Since in practice signal processing is done digitally, it is meaningful to discuss the properties of
a discrete-time model. To keep the complexity of the model manageable some assumptions
are necessary, thus the sent discrete signal5 s(n) is assumed to have a finite single sided
bandwidth W and the sampling is assumed to be ideal. This implies that the time-domain
signal is a series of sinc-shaped pulses each shifted from the previous by a time interval
T = 1/(2W ) (Nyquist rate) [9]:

s(t) =
∑
n

s(n) sinc
(

t

T
− n

)
. (2.11)

The waveform s(t) is then convolved with the CIR function h(τ, t) (with respect to τ) from
the continuous time model resulting in the waveform at the receiver

r(t) =

∫
R

∑
n

s(n) sinc
( τ
T

− n
)∑

k

ck(t)δ(τ − τk(t)) dτ

=
∑
n

s(n)
∑
k

ck(t) sinc
(
t− τk(t)

T
− n

)
,

which is then sampled at the Nyquist rate of 2W = 1/T , resulting in a set of samples6 [9]:

r(m) =
∑
n

s(n)
∑
k

ck(mT ) sinc
(
m− τk(mT )

T
− n

)
.

5This is an abuse of notation. The argument n is used to mean the n-th digital sample of s, whereas s(t) is
used for the analog waveform. A more correct but longer notation is s(nT ), where T is the sample time.

6Again, the notation r(m) means the m-th digital sample of r(t), i.e. r(mT ).
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2.4 Multipath fading

z−1 z−1 z−1 … z−1

× × × ×

+

s(n)

h1(m) h2(m) h3(m) hl(m)

r(m)

Figure 2.7 Fading channel as a tapped delay line.

Finally, the substitution l = m − n eliminates the sender’s sample counter n (unknown to
the receiver), and reformulates r(m) as a discrete convolution product of s(n) with a discrete
CIR function hl(m) [9]:

r(m) =
∑
l

s(m− l)
∑
k

ck(mT ) sinc
(
l − τk(mT )

T

)
=
∑
l

s(m− l)hl(m). (2.12)

This result is very similar to the continuous time model described by (2.7) in the sense that
each received digital sample is a sent sample convolved with a different discrete channel
response (because of time variance). To see how the discrete CIR

hl(m) =
∑
k

ck(mT ) sinc
(
l − τk(mT )

T

)
(2.13)

is different from (2.7) consider again the plot of h(τ, t) in Fig. 2.5. The plot of hl(m) would
have discrete axes with m replacing t and l instead of τ . Because of the finite bandwidth in
the l axis instead of Dirac deltas there would be superposed sinc functions.

From a signal processing perspective (2.13) can be interpreted as a simple tapped delay
line [9, 10], as schematically drawn in Fig. 2.7. Together with linearity, this confirms that
the presented model is indeed just a FIR filter. Simple multipath channels can be simulated
with just a few lines of code, for example the data for the static fading channel in Fig. 2.6
is generated in just four lines of Python. The difficulty of fading channels in practice lies in
the estimation of the constantly changing parameters ck(t) and τk(t) [9].

2.4.5 Simulating multipath CIR with FIR filters

As mentioned in the previous section a FIR filter can be used to simulate discrete-time
models of multipath fading. But with FIR filters the delays can only be integer multiples of
the sample rate. When the delays are non integer an approximation needs to be done. That
is because FIR filters have a transfer function of the form

H(jω) =
N∑

n=0

h(n)e−jωnT commonly written as H(z) =
N∑

n=0

h(n)z−n, (2.14)

but a non integer delay of τ in the frequency domain is Hτ (jω) = e−jωτ . There are multiple
ways to find coefficients h(n) that approximate Hτ [21]. In this case the least squares method
was used by minimizing the error function

E(jω) = H(jω)−Hτ (jω). (2.15)
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2 Theory

(a) Integer delay of 6 samples. (b) Fractional delay of 6.37 samples.

Figure 2.8 FIR filters for integer and fractional delays.

The least square method together with the assumption of finite bandwidth and the require-
ment of causality gives the following rule for computing the FIR filter coefficients [21]:

h(n) =

{
sinc(n− τ) 0 ≤ n ≤ N

0 otherwise,
(2.16)

where the odd order of the filter N should satisfy the condition

N = 2⌊τ⌋+ 1 (2.17)

for a minimal error in the approximation [21]. It is worth mentioning that it is also possible to
build FIR filters of even length with a different condition, or ones that do not satisfy (2.17),
in which cases more consideration is required. An example of a fractional delay FIR filter is
shown in Fig. 2.8. Where the sinc function does not select an integer sample, which in turn
means that the other sampled values do not add up to zero. Thus, they will be distributed
among the other whole numbers.

2.4.6 Statistical model

Because as mentioned earlier it is difficult to estimate the time-dependent parameters of hl(m)
in many cases it is easier to model the components of the CIR as stochastic processes, thus
greatly reducing the number of parameters [9, 11]. This is especially effective for channels
that are constantly changing, because by the central limit theorem the cumulative effect of
many small changes tends to a normal distribution.

Before discussing the models themselves, their underlying statistical assumptions need to
be considered. In the literature the so called WSSUS assumptions are made [9, 10], which
for a LTV CIR h(τ, t) can be formulated as

R(τ ′) = E
{
h(τ, t)h∗(τ + τ ′, t)

}
, and (2.18a)

0 = E
{
h(τ, t)h∗(τ, t′)

}
for t ̸= t′. (2.18b)

Equation (2.18a) states that the fading CIR is a wide sense stationary (WSS) stochastic
process, while (2.18b) is the uncorrelated scattering assumption, which loosely speaking states
that the paths do not interfere with each other. The latter is more realistic than the former,
but WSS is still useful as it considerably simplifies the mathematical formulation [9].
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Figure 2.9 Statistical model for multipath fading.

NLOS case Recall that h(τ, t) is a function of time because ck and τk change over time. The
idea of the statistical model is to replace the cumulative change caused by ck and τk (which
are difficult to estimate) with a single random variable f . This is done as follows.

Multipath fading is a form of multiplicative noise, as confirmed by the fact that convolving
a complex baseband signal ejωct with the fading CIR h(τ, t) gives

ejωcτ ∗ h(t, τ) =
∑
k

ck(t)e
jωc(τ−τk(t)) = ejωcτ

∑
k

ck(t)e
−jωcτk(t) = ejωcτ · f(t). (2.19)

If there is no line of sight (NLOS), it is reasonable to assume that all paths have more or less
the same attenuation, i.e. all ck are the same. Another reasonable assumption in this case
is that all paths are equally likely to be taken, or in other words the delays −ωcτk can be
replaced with random variables ϑk that are uniformly distributed on [0, 2π) [1, 11]; physically
this can be imagined as a “ring of scattering objects” around the receiver [9] as sketched in
Fig. 2.9(b) (without the red line of sight signal). Finally, assuming that there are infinitely
many paths the random variable for the multiplicative fading noise becomes

f = lim
N→∞

1√
N

N∑
k=1

ejϑk , (2.20)

where the ck where omitted, since they are assumed to be all equal [1]. The factor 1/
√
N is

introduced such that E{|f |2} = 1. It then can be shown that the probability density function
of |f | is

p(a) = 2ae−a2 , or |f | ∼ Rayleigh, (2.21)

i.e. the amplitude of f is Raileigh distributed [1]. The probability density function of a
Rayleigh distributed random variable is shown in Fig. 2.9(a).

LOS case Extending the previous NLOS case, if there is a line of sight (LOS) path (red
signal in Fig. 2.9(b)), the statistical model has to be extended by defining the so called Rice
factor K. This K factor is the ratio between the power from the LOS path and the average
power of the NLOS paths (often also referred to as distributed components) [1]. Hence, by
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2 Theory

taking K into account (2.20) becomes [1]:

f =

√
K

K + 1
+

1√
K + 1

(
lim

N→∞

1√
N

N∑
n=1

ejϑk

)
. (2.22)

Notice that by letting K = 0, that is, no power in the LOS path, (2.22) becomes (2.20) or
Rayleigh distributed (as expected). For a factor K = 5.1 the probability function is gaussian
distributed. Conversely when K → ∞, i.e. no power in the NLOS paths, then f → 1 and
the fading disappears. The new amplitude density in this case is:

p(a) = 2a(1 +K) exp
(
−K − a2(K + 1)

)
I0

(
2a
√

K(1 +K)
)
, (2.23)

where I0 the zeroth order modified Bessel function. Random variables with this probability
density function are said to have a Rice or Rician distribution [1].
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3 Implementation

3.1 Overview

To illustrate the effects of multipath fading on a wireless transmission link, two machines with
an USRP B210 each (hardware) were set up to run a software defined radio (SDR) using the
GNU Radio (GR) signal processing toolkit. The latter can also be used as standalone (without
hardware) to simulate a channel model. Therefore, simulations of different scenarios affected
by multipath fading were elaborated and constructed first using a static FIR model1, and
then with a dynamic statistical model2. To present the results a graphical interface was made
using the Dear IMGUI framework.

The rest of the chapter is structured as follows. First the tools used in this project are
introduced. Then implementations of the transmitter and receiver chains is explained. Sub-
sequently simulations and measurements of fading channels with their respective empirically
computed bit error rate (BER) are presented. Finally, the current state of the implementation
and issues are discussed.

3.2 Software Stack

3.2.1 GNU Radio

For both the signal processing and the simulations the GNU Radio (GR) toolkit was chosen,
as it already had integrations with the USRP hardware drivers. GR is an open-source free
software framework that can be used to build signal processing chains and SDRs. GR is
composed of two parts: a C++ library with Python bindings to write signal processing code,
and GNU Radio Companion (GRC). GRC is a graphical user interface made to more easily
construct signal processing chains. Signal processing algorithms are graphically shown as
“blocks” that can be chained together with arrows, essentially drawing a diagram called
“flow graph”. An example of a flow graph can be seen in Fig. 3.2.

Internally GR works by keeping multiple memory buffers of samples, that are passed as
pointers to the signal processing algorithms’ “work functions”. When the signal processing
is complete, the output buffer of one block is given to the next block as input according to
how they were connected in the flow graph. The structure of a block is shown in the Python
listing 3.1. To improve performance GR creates a thread for each work function to parallelize
the workload of the concurrently running signal processing blocks. For more details see the
GNU Radio Wiki and User Manual in [7].

3.2.2 Dear PyGUI

To construct a graphical interface for a demonstration platform the Dear IMGUI (immediate
mode graphical user interface) library was chosen, mainly for its ease of use, wide range of

1As discussed in sections 2.4.4 and 2.4.5
2See section 2.4.6
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3 Implementation

class myblock(gr.sync_block):

# there are also other types of blocks such as interpolators

# (more outputs that inputs), decimators (more inputs than

# outputs) sync blocks have a 1-to-1 input to output ratio

def __init__(self, ⟨parameters ⟩):
gr.sync_block.__init__(self, name="My Block",

# this block as one input port and one output port

# with samples that are 64 bit complex numbers

in_sig=[np.complex64], out_sig=[np.complex64]

)

def work(self, inputs, outputs):

# signal processing goes here

# inputs and outputs are k x n arrays, where each

# of the k rows is a port that contains n samples

return ⟨N of inputs that were processed ⟩

Listing 3.1 A minimal GNU Radio block in Python.

technical capabilites and high refresh rate. Dear PyGUI (DPG) are the Python bindings for
the Dear IMGUI library.

The DPG front-end communicates with the GR flow graphs using the IP/UDP protocol.
This decision to separate the project into two parts that communicate over the IP network
was made because it is not easy to extend the graphical interface of GRC without interfering
with the sophisticated multi-threaded architecture of GR. Furthermore, this allows to have
multiple correctly configured flow graphs on disk and to choose which one to run and display
on the graphical interface, instead of having a single flow graph whose parameters need to
be changed each time. As a side effect, theoretically this setup allows to have one computer
running the graphical interface, and another remote machine running just the flow graph.
Though the latency caused by the UDP/IP could be substantial.

3.3 Hardware

Dimensions 9.7× 15.5× 1.5 cm
Ports 2 TX, 2 RX, Half or Full Duplex
RF frequencies 70 MHz to 6 GHz
Bandwidth 200 kHz — 56 MHz
External reference input 10 MHz

Table 3.1 USRP B210 specifications [17].

As already mentioned, for the receiver and transmitter in the SDR setup two USRP B210
devices from Ettus Research were used. Some technical specifications of the device are shown
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Preamble
k Bytes

Padding
1 Bit

ID
5 Bits

Length
21 Bits

Parity
5 Bits

Payload
ℓ Bytes

(31, 26) Hamming ECC

Figure 3.1 Structure of framed data packets used in the implementation.

in Tab. 3.1. GR provides off the shelf blocks that interface with the official API provided
from Ettus Research.

3.4 Transmitter chain

3.4.1 Data frame

To compute the empirical bit error rate (BER) of the setup, the data has to be framed by the
transmitter and the bitstream needs to be synchronized on the receiver side. The structure
of a data packet used in the implementation is shown in Fig. 3.1. A frame begins with a
user specified k-byte preamble, that in the current implementation serves as synchronization
pattern. Another use case for the preamble sequence could be to introduce channel estimation
pilot symbols (this will be discussed more in section 4.2.3). Following the preamble are 4
bytes encoded using a (31, 26) Hamming code (plus 1 padding bit), that contain metadata
about the packet, namely payload ID and payload length. Because the payload length in
bytes is encoded in 21 bits, the theoretical maximum payload size is 2 MiB, which together
with 32 possible unique IDs gives a maximum data transfer with unique frame headers of 64
MiB. These constraints are a result of decisions made to keep the implementation simple.

3.4.2 Modulation

GR provides a constellation modulator block, that already implements several standard con-
stellations (QPSK and 16-ary QAM being of interest for us). The block also already integrates
a root raised cosine filter, whose phase bandwidth (roll-off factor) can be given as parameter;
in all flow graphs the roll off factor is α = 0.35.

3.5 Receiver chain

3.5.1 Envelope detector

What is here referred to as envelope detector has the purpose of synchronizing the symbols
and equalizing the input signal amplitude. This is accomplished in GRC using two blocks:
a polyphase clock sync and a constant modulus adaptive (CMA) filter equalizer. The input
signal for the envelope detector has 4 samples per symbol, while the output has only one
sample per symbol. The choice of the CMA equalizer later turned out to be a mistake in the
QAM flow graphs, as it only works for envelopes with a constant amplitude. In the latest
version least mean square decision-directed (LMS-DD) equalizers have been used.
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3.5.2 Frame synchronization and phase correction

Once the envelope’s clock is synchronized in the processing chain the data stream has one
sample per symbol. At this point it is necessary to find where each data frame starts or end
in order to correctly decode their payloads. For such purpose a special sequence called access
code is put in front of each frame. Access codes are sequences of samples that are carefully
constructed to have an autocorrelation with a high peak at zero, and that rapidly decreases
for increasing shifts. In other words, the autocorrelation of an access code high only when
the sequence is perfectly aligned. Thus, by cross correlating an envelope signal r(t), that
periodically contains an access code a(t) with the access code itself, and looking for peaks
in the result, it is possible to determine where each frame begin. Furthermore, by analyzing
the values of the peaks it is possible to extract information about the phase and frequency
offsets.

To understand how correlation peaks allow for fine phase correction, recall that the cross
correlation (denoted here by ⋆) of two complex valued signals is

Rra = (r ⋆ a)(t) =

∫
R
r(τ)a∗(τ − t) dτ = r(t) ∗ a∗(−t), (3.1)

which is equivalent to a convolution, with the left term being time-reversed complex con-
jugated [10]. This last property is especially useful because it makes possible to implement
cross correlation using FIR filters. Some interesting properties of the cross correlation are
that correlation with itself (autocorrelation) at t = 0 is

Raa = (a ⋆ a)(0) =

∫
R
a(τ)a∗(τ − 0) dτ =

∫
R
|a(τ)|2 dτ ∈ R, (3.2)

which is a real number. And more importantly the correlation with an out of phase copy
a′(t) = a(t)ejφ at t = 0 is

(a′ ⋆ a)(0) =

∫
R
a(τ)ejφa∗(τ) dτ = Raae

jφ. (3.3)

The relevant observation to make in (3.3) is that since Raa is a real number, the phase of the
cross correlation at t = 0 is the phase of a′(t). This fact can be exploited to implement fine
phase correction for the received envelope in relatively few steps as follows:

1. Compute the cross correlation Rra of the envelope r(t) with the access code a(t),

2. Find the maximum value of R̂ra = maxRra(t) (correlation peak),

3. Extract the phase offset φ = arg R̂ra,

4. Remove the phase offset in the envelope by multiplying it with the complex conjugate
of the offset, that is r̂(t) = r(t)e−jφ.

Implementing fine phase and frequency correction

To implement in GR what was discussed above the two blocks shown in Fig. 3.2 were used: a
correlator estimator block, and a custom block. The former essentially implements the first
3 of the steps discussed at the end of the previous subsection. The correlator estimator block
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3.5 Receiver chain

Figure 3.2 Part of the GNU Radio flow graph for the QPSK modulated link (with hardware).
The shown blocks are used to equalize and lock the envelope.

is given a sequence of samples, and when the cross correlation between them and the input
stream is higher than a certain threshold (90% of the amplitude of a perfect autocorrelation),
it produces a “tag” in the output stream, that contains the phase estimate.

Tags are GR’s way of working with metadata that is attached to a sample. Internally tags
are just polymorphic data structures containing a number indicating the absolute offset (in
samples), and a pair of arbitrary values called “key” and “value”. Tags are passed on from
one block to the next like sample streams (unless the block specifies to do otherwise).

Thus, the tagged stream is processed with a custom block, of which a simplified version
of its work function shown in listing 3.2. The custom block also implements fine frequency
correction (shown in listing 3.3) by linearly interpolating the phase estimates between each
pair of tags (called chunk). This can be rather trivially be formulated for a chunk of N
samples as the

k-th chunk digital frequency Ωk = (φk+1 − φk)/N, and the (3.4a)
k-th chunk phase estimate Φ(n) = φk − ωkn/N. (3.4b)

Performance of the implementation

The phase and frequency correction block was implemented with the design goal of being
able to correct a maximum frequency offset of ϵ̂ = 0.1% under ideal conditions, which is
sufficient to take into account small Doppler shifts at walking speed (v = 2 m s−1) with
carrier at fc = 2.4 GHz. The USRP B210 devices have an internal clock frequency accuracy
of ϵ = 1 ppm = 10−6, which results in a total frequency offset of

∆f = fc

(
v

c0
+ ϵ

)
= 2.4 GHz

(
2 m s−1

3 × 108 m s−1 + 10−6

)
= 2416 Hz. (3.5)

Because the frequency estimate is linearly interpolated, the phase error may not exceed π
(half rotation) during one data frame (chunk). These constraints imply that for frames of N ′

symbols of duration T each, using κ samples per symbol the relation

2π∆fN ′Tκ ≤ π =⇒ T = 1/fs ≤
1

2∆fN ′κ
, ⇐⇒ N ′ ≤ 1

2∆fTκ
, (3.6)

must hold. By further setting κ = 4 and N ′ = 32 we obtain a minimum sampling frequency
of approximately 618.5 kHz, or conversely by letting fs = 1 MHz we have a maximum frame
length of N ′ = 51 symbols. In other words, roughly every 50 symbols the system must send
an access code sequence. This result is rather unfortunate as it means that more processing
power than expected is required.
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φ0 φ1 φ2 φ3 φ4 φ5

Input

Chunk of N samplesPhase tags

Figure 3.3 Graphical representation of the input samples for the work function of the fine
phase and frequency correction block (shown in listing 3.2). Roughly every N samples there
is a tag containing the information of the phase error (computed using the cross correlation
peak). The white ‘chunks’ of samples can be corrected using their respective left and right
tag values. The samples in the red chunk need phase information from the previous block
processing. The samples in the blue chunk need a phase information from the future, which
is not attainable. Thus for the blue chunk the frequency estimate of the previous chunk is
used.

def work(self, inputs, outputs):

# alias for inputs of the first port

inp = inputs[0]

# read phase tags from stream

is_phase = lambda tag: pmt.to_python(tag.key) == "phase_est"

tags = filter(is_phase, self.get_tags_in_window(0, 0, len(inp)))

# create a list of pairs ((φ0, φ1), (φ1, φ2), . . . , (φk−1, φk)))
pairs = zip(tags, tags[1:])

# compute phase correction between each pair of tags

chunks = [self.block_phase(start, end) for (start, end) in pairs]

# flatten array to get Φ(n) and compute the correction

phases = np.concatenate(chunks)

correction = np.exp(-1j * phases)

# write to the first output port

left = tags[0].offset - self.nitems_written(0)

right = tags[-1].offset - self.nitems_written(0)

outputs[0][left:right] = inp * correction

# return how many samples were processed

return len(outputs[0])

Listing 3.2 Simplified work function of fine phase correction block that corrects only samples
‘in the middle’. The version that is actually used does handle edge cases that have been
removed here for readability. See also Fig. 3.3 for a graphical representation of the inputs
and listing 3.3 for the definition of the block_phase function.
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3.6 Channel simulations

def block_phase(self, start, end):

# compute number of samples between tags

nsamples = end.offset - start.offset

# unpack pmt values into start and end phase

sphase = pmt.to_python(start.value)

ephase = pmt.to_python(end.value)

# compute frequency offset between start and end

phasediff = (ephase - sphase)

freq = phasediff / nsamples

if phsediff > np.pi:

phasediff -= np.pi

elif phasediff < -np.pi:

phasediff += np.pi

# compute chunk values

return sphase * np.ones(nsamples) + freq * np.arange(0, nsamples)

Listing 3.3 Block phase function referenced in listing 3.2.

3.5.3 GUI implementation

The GUI is implemented with the Dear PyGUI library as introduced in section 3.2.2. In
Fig. 3.4 the graphical interface of it is shown. Four different constellation plots are illustrated:
the channel itself, after the polyphase clock synchronization, after the equalizer and the locked
constellation. The GUI shows the BER of the constellation and a time domain plot. The
interface also contains a block diagram.

3.6 Channel simulations

In order to study the effects of multipath fading, a series of simulations have been made under
different conditions. To simulate a channel affected by multipath fading two blocks from the
GR library, and a third custom block were used. The channel model can simulate AWGN, a
frequency offset and either a Rayleigh (NLOS) oder Rice (LOS) fading.

3.6.1 Fading with discrete time model

To implement and illustrate a static fading effect corresponding to section 2.4.4, a custom
block was created. The work function of the block is shown in listing 3.4. This block is
based on a FIR filter. It can be configured to simulate a with direct path (LOS) or without
(NLOS).

In this block it is possible to simulate any number of paths with different attenuations. A
special case is show in the first and second colum of Fig. 3.6, where the delay is a multiple
of the symbol time. Another example with more taps is shown in the third colum. These
simulation values are however not realistic, because the static model is too simple. It does
not account for other effects, such as changes in the environment. The block additionally
implemented the method described in section 2.4.5 to allow non-integer delays. Here the sinc
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Figure 3.4 Screenshot of the graphical interface of receiver built using the DearPyGUI
library.

pulse was limited using a simple boxcar function, the filter could be improved by using for
example a Hann window.

3.6.2 Fading with statistical model

In order to represent the effect of multipath fading not only statically, a second statical model
fro GR was used. The block named Frequency Selective Fading Model is implemented using
the algorithm from [3], with the help of the sum-of sinusoid principle (SOS). The algorithm
in this block is implemented with the aim that only a small number of sinusoids are needed to
simulate each ray. For the simulations shown, the recommended value of 8 has been chosen.

In the block it is possible to choose between Rayleigh or Rician for the statistical modeling.
When the Rician model is chosen, a realistic value for the K factor (between zero and ten [8])
needs to be given. As mentioned in section 2.4.6, if K = 0 the distribution is the same as in
the Rayleigh model. The delays of the power profile are specified in samples. Those vectors
depend on the environment. The magnitudes of the pulses are given in their linear values.
In practice the average path gain of a fading path is in the range from −20 dB to 0 dB. To
add movement, some Doppler shift can be introduced, but this frequency offset needs to be
normalized with the sampling rate.

Issues

It is difficult to check, whether the noise generated from the statistical model is correct.
Especially when the Doppler effect is included. Then the simulation is difficult to recreate,
when the amplitude and phase parameter are not in a special state, in which the amplitude
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3.6 Channel simulations

def work(self, input_items, output_items):

inp = input_items[0]

oup = output_items[0]

# find the length of the highest order filter

max_order = 2 * np.floor(np.max(self.delays)) + 1

max_samples = np.arange(0, max_order +1)

max_len = len(max_samples)

# total impulse response (of all taps)

tot_h = np.zeros(int(max_len))

# compute for each tap

for (a, d) in zip(self.amplitudes, self.delays):

# compute fir coefficients

order = 2 * np.floor(d) + 1

samples = np.arange(0, order + 1)

# compute impulse response

h = a * np.sinc(samples - d)

# correct length

h = np.concatenate([h, np.zeros(max_len - len(h))])

# add to other filters

tot_h += h

# add a LOS path if necessary

tot_h[0] = self.los

# compute output

y = np.convolve(inp, tot_h)

# add values from previous block processing

y += np.concatenate([self.temp, np.zeros(len(y) - len(self.temp))])

# write to output

oup[:] = y[:len(inp)]

# save rest for next block processing

self.temp = y[len(inp):]

return len(oup)

Listing 3.4 Implementation of a static fractional delay FIR filter.
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and the phase shift can be seen exactly. To have a possibility to verify the plot, mainly
whether the movement of the signal could be correct, a Matlab model with the same values
as in the GR simulation was used. Using this method, the model turned out to be correct.

Example with realistic values

Excess tap delay Relative power Excess tap delay Relative power

0 ns −1.0 dB ≈ 0.7943 1.6 µs −3.0 dB ≈ 0.5011

50 ns −1.0 dB ≈ 0.7943 2.3 µs −5.0 dB ≈ 0.3162

120 ns −1.0 dB ≈ 0.7943 5.0 µs −7.0 dB ≈ 0.1995

200 ns 0.0 dB = 1.0000

230 ns 0.0 dB = 1.0000

500 ns 0.0 dB = 1.0000

Table 3.2 Extended Typical Urban model (ETU) ETSI Standard PDP values for multipath
fading propagation conditions [16].

In order to obtain a realistic simulation, the values for multipath fading propagation con-
ditions of an Extended Typical Urban (ETU) model, from the ETSI (European Telecommu-
nication Standards Institute) were used [16]. The values shown in Tab. 3.2. For these values
the maximum Doppler frequency possibilities are predefined. In the following examples in
Fig. 3.7 either 5 Hz or 70 Hz were used, opposed to the are values calculated in (3.5) for a
walking speed of 2 m s−1, where the Doppler frequency is 16 Hz. Those predefined values
correspond to a speed of

v1 =
∆f

fc
· c0 =

5 Hz
2.4 GHz · 3 × 108 m s−1 = 0.625 m s−1, and (3.7)

v2 =
∆f

fc
· c0 =

70 Hz
2.4 GHz · 3 × 108 m s−1 = 8.75 m s−1. (3.8)

The numbers of taps used in this case are the number of given values.

3.6.3 Measurements

To demonstrate the fading effect, two SDRs were used. For that multiple different mea-
surements were made. For example one in an indoor environment, the Lab. Another in an
outdoor environment: The set up is shown in Fig. 3.5. The results of those measurements
are illustrated in Fig. 3.9. Because of the USB cables the distance between the two SDRs
was only about 2 to 3 m. The signals were all sent with a gain value of 0.4. The phase and
amplitude changes could be seen well. Especially when the transmitter or the receiver were
moved, the change of them got faster.

The BER, which will be described in detail in the next section, on average was 2.37 for
the outdoor environment and about 2.67 for indoors. It makes sense that the fading effect
occurs more in an indoor environment, because there were more surfaces for reflections.
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3.7 Issues in the current implementation

(a) Reviser SDR in the outdoor environment set
up.

(b) Transmitter SDR in the outdoor environ-
ment measurement set up.

Figure 3.5 Outdoor measurement set up.

3.6.4 Empirical BER

To find out how accurate the simulations are compared with a simulation of the fading effect
and measurements, the bit error rate of the system is calculated. This is done with the help
of a user specified 2-byte test payload followed by 2 randomly generated bytes. As seen in the
simplified listing 3.5, every bit is compared with the test vector after the demodulation stage.
Because of the fact that the test vector has some random bits at the end, the bit error rate
has always an average value of 32, even if the test vector perfectly matches. To only focus
on the true BER of the signal, this value is subtracted. The random byte at the ends were
introduced to help the feedback loops in the synchronization and equalization stages, which
would otherwise would drift and lose their operating point. The test vector used is [0x12,

0x48], because these binary numbers are easy to recognize in a continuous bit stream. For
generating the bit error rate a bit stream with a specific length is compared with the test
vector. To make it simpler and to avoid mistakes, additionally an average BER over the last
200 test vectors is computed.

3.7 Issues in the current implementation

3.7.1 Non modulated access codes

Currently, as described in section 3.4.1, the access codes are put as bytes in front of the
frame in the k-byte preamble. For this to work, the access code bytes must still have a good
autocorrelation function after being modulated into symbols using the chosen modulation
scheme. This works well with QPSK, because the constellation is quite simple and the length
of the sequence is only halved after the modulation (since QPKS has 2 bits per symbol). Thus,
in the QPSK flow graph the longest known Barker sequence 0x1f35 (13 bits, left padded with
zeros) is sufficient (≈ 7 symbols).

With QAM however, the complexity of the constellation and the higher number of bits
per symbol makes it increasingly difficult to find binary sequences that retain a good auto-
correlation after being modulated. A better solution for example would be to use a constant
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3 Implementation

def work(self, input_items, output_items):

# input is a list of blocks of k-bytes

inp = input_items[0]

# for each block

for i in inp:

i = np.array(i, dtype=np.uint8)

# XOR to compute the difference

v = np.array(self.vgl, dtype=np.uint8) ^ i

# compute how many bits differ

ber = sum(np.unpackbits(v))

# save BER value

self.ber_samples.appendleft(ber)

# compute statistics and send to GUI

ber_max, ber_min, ber_avg = self.ber_stats()

self.send(self.encode([ber_max, ber_min, ber_avg]))

return len(inp)

Listing 3.5 Custom block to compute the empirical BER.

amplitude zero autocorrelation waveform (CAZAC) of length N , which is computed with

uk = exp
(
j
MπK

N

)
where K =

{
k2 when N is even
k(k + 1) when N is odd,

(3.9)

and M is relatively prime to N [6]. CAZAC waveforms are ideal because they have a Dirac
delta as autocorrelation [6], i.e. Ruu(τ) = δ(τ). Unfortunately, since these complex values are
not on any constellation point they break some assumptions of the polyphase clock sync and
the LMD DD equalizer (but not CMA, which unfortunately cannot be used for QAM). Thus,
to use CAZAC waveforms, the transmitter needs to put them in front of the modulated
symbols (for example using a correctly parametrized Stream MUX block in GR), and the
receiver would need to synchronize with the sequence before the clock recovery or equalization.
The latter is especially problematic because then it is no longer possible to identify the peak
by comparing the autocorrelation value to a fixed threshold as done in section 3.5.2. Because
of the aforementioned reasons, in its current state the QAM flow graph is unable to lock and
decode any signals.

3.7.2 Single threaded GUI application

The current GUI prototype built with DearPyGUI has some issues, the most critical begin
that it is a single-threaded program. The interprocess communications (with GR’s flow
graphs) should be on a separate thread from the graphics, what is currently not the case.
The problem is not noticeable as long as the flow graphs in the background keep sending data,
but as soon as the UDP/IP data stream stops, the timeout of the socket interface causes the
interface to run at less than 20 frames per second.
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3.8 Produced constellation plots

3.7.3 Clock synchronization issues

Unfortunately the two SDR need an external clock generator. For that a Rubidium Fre-
quency standard device (Model FS725) is used with the clock frequency of 10 MHz. Two of
them are used to make them more movable and independent. Those clock generators where
needed, because the synchronization does not work as planed in 3.5.2. Without those only
the amplitudes could be seen in the plots.

3.8 Produced constellation plots

In the next few pages the constellation plots from the simulation results and the hardware
measurements are shown.
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3 Implementation
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Figure 3.6 Simulations of a static fading channel models with different tap values. The samples were
generated using the custom block discussed in section 3.6.1. For the 1 tap model the fading tap was
0.2δ(n− 0.25), and for the 4 tap model uses 0.2δ(n− 0.25) + 0.08δ(n− 3.25) + 0.5δ(n− 4) + 0.4δ(n− 6.3).
In both cases the delays are given in samples.
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3.8 Produced constellation plots
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Figure 3.7 Simulations with QPSK modulation and a dynamic fading channel model that uses PDP values
of the Extended Typical Urban model (ETU) from the ETSI standard normative Annex B.2 in [16]. The
PDP values from the standard are reported in Tab. 3.2. The color gradient represents progression in time:
yellow samples are more recent than the blue samples.
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Figure 3.8 Simulation using the same channel parameters as in Fig. 3.7, but with a 16-ary QAM modulation
scheme. Unfortunately, because of the issue discussed in section 3.7.1 the receiver cannot lock and decode
the envelope.
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Figure 3.9 Constellation plots from the different measurements with the two SDRs.
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4 Conclusions

4.1 Results

The goal to build a functional demonstrator has been only partially achieved, unfortunately
not all of the originally planned features could be implemented. A stable wireless link using
QPSK modulation that computes the BER was developed. Because of the issue discussed in
section 3.7.1, the QAM variant cannot compute the empirical BER.

For both modulation schemes samples from multiple different conditions were collected and
analyzed, albeit some assessments could only be conducted when QPSK was used.

4.2 Future Work

4.2.1 Improve BER measurements and simulations

A missing feature in this work is an automated collection of the BER data, which would allow
to more easily observe and measure the influence of each parameter in the fading channel
model.

4.2.2 Improvements in the GUI front-end

In addition to fixing the issue discussed in section 3.7.2, a very important feature that is
currently missing is the ability to change the fading parameters in real time from within
the GUI. Dear PyGUI offers many graphical elements that could be used to control the
parameters, however a new GR block would need to be created to propagate the updated
values into the flow graph.

4.2.3 Channel parameters estimation with PSAM

An interesting continuation of this work could be to regularly interpolate some so called
pilot symbols in the modulated data stream. In short, the pilot symbol assisted modulation
(PSAM) technique consists of periodically inserting informationless (known) symbols in the
data stream, which can then be used to estimate the fading parameters of the communication
channel. More details are presented in [20] (and its references) from which the illustrations
in Fig. 4.1 were taken.
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4 Conclusions

Figure 4.1 Illustration of the pilot symbols assisted modulation (PSAM) frame format (left),
and PSAM fading interpolation method (right). The PSAM technique allows to compute
the fading (denoted in the figure with z̃n) by interpolating measurements of informationless
symbols (pilot symbols) over multiple frames. Both figures were taken from [20], which
presents an analytical method to compute the BER from the PSAM and multilevel quadrature
amplitude modulation (M-QAM) parameters.
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Fading Illustration with Software Defined Radio
Semester Thesis for Sara Cinzia Halter and Naoki Pross

HS 2021

1 Introduction

In real-world wireless channels a variation of signal attenuation occurs for example due to multipath
propagation, shadowing effects produced by obstacles, and movement of transmitter or receiver. Channels
affected by this effects are usually referred to as fading channels. To be able to make the impact on
the signal visible, Software Defined Radios (SDR) come in handy, because they give a high degree of
freedom regarding the signal processing part of the transmitter and receiver. This gives the possibility
of interchanging parameters in the signal processing chain in software very quickly without developing
new transmitter and receiver architectures.

2 Task Definition

The goal of this thesis is to develop a SDR-based demonstrator, consisting of one transmitter and one
receiver, to illustrate the impact of different fading effects on the signal. To get a brief understanding
of the concept of fading channels, the project should be started with a literature research followed by
simulation of different scenarios, which then can be reproduced by measurements. The following tasks
should be carried out:

• Evaluate a suitable development environment for the SDR (GNURadio, Matlab or others).

• Develop the signal processing chain for the SDR transmitter and receiver.

• Allow the flexibility to change parameters such as for example modulation scheme.

• Elaborate scenarios which can be demonstrated (walking, car).

3 Project Schedule & Specifications

At the beginning of the thesis, a project schedule and a specification sheet must be prepared and
submitted to the supervisor within the first two weeks:

• Plan a total of 240 working hours (8 ECTS × 30 h/ECTS) per student.

• The project work should be divided appropriately within the group; the report must include a
breakdown and comparison of the planned and the effectively implemented project plan.

• A typical specification sheet can be found in the Student’s Guide and on the public server1.

4 Lab Journal

Each student has to keep a handwritten and dated lab journal. The journal can be either in the form of
a bound booklet or, if you have a laptop with a touchscreen, digitally but still handwritten. All activities
concerning duration and results are to be recorded in it, along with the minutes of the weekly meetings.
The lab journal has to be handed in at the end of the work and will be graded.

1Path of the public server: \\hsr.ch\root\auw\sge\labors\Mk\pub_for_students\

1



5 Thesis Report

The thesis report must contain all considerations, clarifications, calculations as well as investigations in
detail (in text and figures). Beyond that, the following points need to be considered:

• The text the report should not exceed 60 pages.

• The report must be written legibly and clearly structured. Guidelines on structure and other useful
information can be found in the Student’s Guide, which is available in printed form in the workspace
folder and digitally on the student server.

• The report must include a signed non-plagiarism declaration, an example of this explanation can
also be found on the public server.

• Two printed copies of the report must be submitted. A microSD card containing all data (incl. a
PDF of the report, with a file size of ≤ 5 MB) has to be enclosed with each report.

• Writing in English is highly encouraged, and so is the use of LATEX.

Further details will be discussed and determined during the weekly meetings. Meanwhile, the project
work should be carried out as independently as possible. The criteria for evaluation and grading are
provided in the Student’s Guide.

6 Important Dates

Project start: September 20, 2021
Report submission: December 24, 2021, 12:00
Presentation: tbd

7 Administrative Information

Adviser: Michel Nyffenegger, michel.nyffenegger@ost.ch
Lab assistant: Marcel Kluser, 058 257 42 73, marcel.kluser@ost.ch
Place of work: WsComm Lab, 2.106a
Meetings: weekly, by arrangement, in the lab or via Teams
Examiner: Prof. Dr. Heinz Mathis, heinz.mathis@ost.ch
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Project Plan 1 Introduction

1 Introduction

For the semester thesis at the Eastern Switzerland University of Applied Sciences (OST)
it has been requested to create a demonstrative setup to show the fading effect, which
is present in real world wireless communication systems. The device is intended to
be used for pedagogical purposes such as to show the effect at the Open Days or for
demonstrations during future lectures on fading channels.

2 Task Description

TX
SDR

Stationary sender

RX
SDR

Moving Receiver

LOS path

Reflected paths

Figure 1: Sketch of the setup that will be modelled and implemented. The model will
need to be adjusted depending onwhether there is a line of sight (LOS) between
the sender and receiver.

The scope of the project is to realize a demonstration of a fading channel using a
software defined radio (SDR). Out of the many types of fading effects that exist only
small scale fading effects ought to be shown in the demonstration, specifically multi
path propagation fading is of interest. The project requirements that must be fulfilled
are thus:

• Understand of one or more mathematical models of the fading effect.

• Evaluate a suitable development environment for the SDR.

• Develop of a signal processing chain for the SDR transmitter and receiver.

• Develop of an interface to vary the parameter of the transmission, such as the
modulation scheme.

• The demonstration should work with both stationary and moving receivers.
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3 Development plan

The development of the project will be carried out roughly in three phases, of which the
first two will start in parallel.

1. Develop an understanding of fading and how to work with SDR devices.

2. Create a basic TX – RX line without a fading channel model.

3. Integrate the fading channel model into the prototype.

3.1 SDR Device

At the time of writing, we are given an USRP B210 SDR as hardware device for the
project. An evaluation based on various criteria, including software compatibility and
performance, will be made to decide which combination of SDR devices and software
toolboxes will used.

3.2 Prototype

The first concrete step will be the realization of a prototype both simulated and with
the hardware. A TX – RX line with an ideal channel1 will be used to test the modulation
and demodulation steps of the signal processing chain. Furthermore in this phase a
software interface to select the modulation scheme and to configure the modulation
parameters will be developed.

3.3 Fading channels

Once the prototype works we will integrate one or more fading channel models, both
in software (simulation) and in hardware. The latter will be done by taking out the de-
vices around the campus. Some effects of the channel will require the receiver to move,
walking will be used to demonstrate those a scenarios. If there will be some time left,
we may also use a car to demonstrate some other effects that are not observable at a
walking speed.

1In hardware that means a short coaxial cable between the two SDR devices.
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4 Milestones

Table 1: Milestones of the project

Name Due date Description

Project plan Week 40 Finalization of this document.
Working SDR TX – RX Week 44 Completion of an RX – TX line on SDR with

variable parameters for configuration.
Working fading TX – RX Week 49 Both the simulated and the physical trans-

mission lines work and it is possible to ob-
serve the consequences of fading.

Abstract 17 Dec. 2021 The abstract is handed in.
Documentation Week 50 The documentation is complete both on

the theory and practical sides.
Presentation 23 Dec. 2021 Presentation of the project on Campus.
Submission 24 Dec. 2021 —
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